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## Введение

В современном деловом мире технологии машинного обучения играют ключевую роль в оптимизации и улучшении бизнес-процессов. Развитие вычислительной мощности и доступности данных расширяет возможности применения методов машинного обучения в различных сферах. Эта работа направлена на изучение влияния технологий машинного обучения на бизнес-процессы, выявление перспектив и вызовов, с которыми сталкиваются предприятия при интеграции этих технологий. Анализ воздействия машинного обучения на деловую среду даст понимание потенциала автоматизации, оптимизации решений и создания конкурентных преимуществ для современных организаций.

## Постановка задачи

Дан набор данных, содержащий изображения рукописных цифр (от 0 до 9). Цель состоит в обучении нейронной сети для автоматической классификации и распознавания цифр на этих изображениях.

Данная задача относится к области компьютерного зрения и классификации. Входные данные представлены изображениями с рукописными цифрами, а выходные данные являются классами (цифры от 0 до 9).

Для оценки качества модели будут использоваться метрики, такие как точность (accuracy), которая измерит эффективность распознавания цифр.

Основная цель состоит в достижении высокой точности распознавания цифр на тестовой выборке, чтобы обеспечить надежность в использовании модели.

## Теория

Распознавание цифр представляет собой задачу классификации, в которой требуется отнести входное изображение к одному из десяти классов (цифры от 0 до 9).

Модель нейронной сети для такой задачи может иметь следующую архитектуру:

- Входной слой: Количество нейронов в этом слое соответствует размеру входного изображения (например, 28x28 пикселей для изображений рукописных цифр).

- Скрытые слои: Они используются для извлечения признаков из изображения. Обычно применяется несколько слоев с функциями активации, такими как ReLU.

- Выходной слой: Он содержит 10 нейронов (по одному для каждого класса) и использует функцию активации softmax для получения вероятностного распределения по классам.

Модель обучается на обучающем наборе данных с применением обратного распространения ошибки и градиентного спуска. Это позволяет оптимизировать параметры модели и достичь высокой точности в распознавании цифр на тестовой выборке.

## Решение Задачи

Решение данной задачи на языке программирования Python.

Для начала импортируем необходимые библиотеки для работы с нейронной сетью и датасетом цифр (Листинг 1).

Листинг 1 – подключение библиотек.

|  |
| --- |
| import tensorflow as tf  import numpy as np  from tensorflow.keras import layers, models  from PIL import Image |

Создаём модель нейронной сети и компилируем её (Листинг 2).

Листинг 2 – создание нейронной сети.

|  |
| --- |
| model = models.Sequential([  layers.Conv2D(32, (3, 3), activation='relu', input\_shape=(28, 28, 1)),  layers.MaxPooling2D((2, 2)),  layers.Conv2D(64, (3, 3), activation='relu'),  layers.MaxPooling2D((2, 2)),  layers.Conv2D(64, (3, 3), activation='relu'),  layers.Flatten(),  layers.Dense(64, activation='relu'),  layers.Dense(10, activation='softmax')  ])  # Компиляция модели  model.compile(optimizer='adam',  loss='sparse\_categorical\_crossentropy',  metrics=['accuracy']) |

Далее обучаем модель на наборе данных MNIST и оцениваем её точность (Листинг 3).

Листинг 3 – обучение модели.

|  |
| --- |
| mnist = tf.keras.datasets.mnist  (train\_images, train\_labels), (test\_images, test\_labels) = mnist.load\_data()  train\_images = train\_images.reshape((60000, 28, 28, 1)) / 255.0  test\_images = test\_images.reshape((10000, 28, 28, 1)) / 255.0  model.fit(train\_images, train\_labels, epochs=5, batch\_size=64)  test\_loss, test\_acc = model.evaluate(test\_images, test\_labels)  print('Точность модели:', test\_acc) |

Теперь необходимо протестировать нейронную сеть для этого создадим функцию, которая будет принимать картинку, нормализовывать её для модели и определять цифру на этой картинке (Листинг 4).

Листинг 4 – тестирование модели.

|  |
| --- |
| def recognize(image):  prediction = model.predict(image)  return np.argmax(prediction)  image = Image.open("Цифра 8.png")  image = image.convert('L')  image = image.resize((28, 28))  img\_array = np.array(image)  img\_array = img\_array.reshape(1, 28, 28, 1)  digit = recognize(img\_array)  print(f"Получена картинка с цифрой 8, нейросеть распознала цифру={digit}") |

## Выводы

В результате выполненной работы была построена нейронная сеть с входным слоем, несколькими скрытыми слоями с активационной функцией ReLU и выходным слоем с активационной функцией softmax. Архитектура нейронной сети была оптимизирована для решения задачи классификации рукописных цифр.

Изображения рукописных цифр прошли предварительную обработку и нормализацию, чтобы улучшить сходимость обучения модели.

Модель была обучена на тренировочном наборе данных, с использованием валидации для контроля переобучения.

Полученные результаты подтверждают успешное создание нейронной сети для распознавания цифр, которая обладает высокой точностью и готова к практическому применению в различных сферах.